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Abstract. The paper proposes a novel predictive-reactive planning and scheduling framework in
which both approaches are combined to complement each other in a reasonably balanced way. Nei-
ther original scheduling algorithms nor original techniques can be find in this paper. It also does not
intend to invent new mechanisms or to propose some cardinally new ideas. The aim is to choose,
adapt and test ideas, mechanisms and algorithms already proposed by other researchers. The focus
of this research is set on make-to-order production environments. The proposed approach aims not
only to absorb disruptions in shop floor level schedules but also to mitigate the impacts of potential
exceptions, which disrupt mid-term level production plans. It is based on application of risk mitiga-
tion techniques and combines various simulation techniques extended by optimization procedures.
The proposed approach is indented to be implemented in Advanced Planning and Scheduling sys-
tem, which is an add-on for Enterprise Resources Planning system. To make it easier to understand
the focus of the paper, at the beginning the position from which we start is clarified.
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1. Introduction

In the past industrial era, main focus of an enterprise was shared between the manu-
facturing and the relatively independently operating plant. In the present collaborative
manufacturing era, main focus was shifted on enterprise performance. As a result, con-
cerns were separated: the computer-based business systems became responsible for the
development of plans and schedules and their optimization, while the computer-based
manufacturing systems became responsible only for optimal responses. New kind of sys-
tems – product life-cycle management (PLM) systems emerged. In the majority of cases,
PLM covers all the aspects of a product’s life cycle and includes the following com-
ponents: Client Relationship Management system, Supply Chain Management system,
Enterprise Resource Planning (ERP) system, planning software, software supporting the
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development and description of products, and software for management and communi-
cation information about the products. In other words, PLM system is wider than ERP,
and even wider than second generation ERP system (ERP II), because it also supports the
plant floor activities. On the other hand, PLM is not a single software system and even
not a software system at all. It is a system of systems or an umbrella, under which cooper-
ation, coordination, interaction, and interoperability of people, data, processes, business
and software systems, and working methods supporting all the aspects of a product’s life
cycle are organised into the coherent whole aiming “to address either single stages of
the lifecycle or connect different tasks or manage the whole process” (Tomar, 2009). It
is both a software technology and a business strategy through all stages of a product’s
life. Consequently, in the PLM context, ERP still remains one of the most important
computer-based systems.

According to Bond et al. (2000) an ERP is “a business strategy and set of industry-
domain-specific applications that build customer and shareholder communities’ value
network system by enabling and optimising enterprise and inter-enterprise collabora-
tive operational and financial processes”. Often the term ERP is used to address only
this “set of industry-domain-specific applications” that is implemented as a single soft-
ware system. On the other hand, the term ERP is rather an abstract term used to address
the products of different providers that can differ in many particular aspects. Different
ERP systems can vary in functionality, data representation schemes, operation modes
and many other details. Besides, some ERP systems support only part of operational and
financial processes. All such systems have only some essential architectural solutions in
common.

The main focus of ERP systems is on resource planning and inventory accuracy. How-
ever, according to Jacobs and Bendoly (2003):

“The fundamental benefits of Enterprise Resource Planning systems do not in fact
come from their inherent “planning” capabilities but rather from their abilities to
process transactions efficiently and to provide organized record keeping structures
for such transactions. Planning and decision support applications represent op-
tional additions to the basic transaction processing, query and report capabilities
included with a typical system.”

In the ERP industry, ERP systems are mainly addressed as a type of “back office”
application where the “back office” is understood as a single database, which stores
records about all company centred business activities, together with a set of applica-
tions that generate and process these records. The second generation of ERP systems,
so called ERP II systems, integrates core ERP systems with supply chain applications
– Supply Chain Management (SCM), Customer Relationship Management (CRM), and
Data Warehouse – or, in other words, extends the system beyond the company bound-
aries. For this aim, ERP II systems provide not only supplier relationship management
applications but also Advanced Planning and Optimization (APO) capabilities, which
enable supply chain planning beyond the company boundaries. APO supports hierarchi-
cal planning that differentiates strategic, tactical and operational planning. For example,
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SAP R© APO provides demand planning, supply network planning, master planning, de-
livery planning (in SAP R© APO this is supported by Available- and Capable-to-Promise
(ACT/CTP) component), production planning and scheduling, and distribution and trans-
portation planning capabilities (Kallrath and Maindl, 2006). Demand planning generates
forecasted demand figures which are used for lower level planning. Demand planning
can be used at all three levels because it can hold long-term data such as sales forecasts
as well as short-term data such as customer orders (Kallrath and Maindl, 2006). The
mathematical basis for demand planning consists of statistical methods and data anal-
ysis methods (“what-if-analysis”, aggregation/disaggregation, etc.). The aim of supply
network planning is to plan and coordinate strategic supply chain processes (suggestions
for supply network design, cooperative supplier contracts, distribution structures, manu-
facturing programs, etc.). However, it is mainly used for tactical planning and performs
mid-term supply chain planning on discrete time buckets (Kallrath and Maindl, 2006).
The aim of master planning is to synchronize the material flow along the supply chain
and to ensure efficient resource utilization in procurement, production, warehousing, and
distribution. Mid-term production plans are generated at this level. ATC/CTP component
determines delivery dates for each product and creates production orders, changes and
adapts production plans according to incoming customer orders and available resource
capacity. The aim of production planning and scheduling is to create short-term produc-
tion plans for plants or other individual production areas. In other words, the dispatch lists
(i.e., feasible production schedules) for the shop floor over a relatively short interval of
time considering all modelled constraints and objectives are generated (Hamiton, 2003).
It should be noted that, despite the fact that SAP R© APO was designed for hierarchi-
cal planning, it can also be used for simultaneous planning. As pointed out by Kallrath
and Maindl (2006), in some cases it is advisable to merge together mid term planning
and short term scheduling. For small problems such a simultaneous optimization plan-
ning approach produces better results than a hierarchical approach. The same can be said
about strategic and operative planning because border lines between those areas are often
diffused or even artificial.

Linear programming (LP), mixed integer linear programming (MILP) algorithms as
well as various heuristics and constraint propagation methods are used for planning in
SAP R© APO. In general, APO capabilities allow creating better plans than traditional
ERP systems because they also implement various optimization and simulation methods.
Commonly used scheduling heuristics in the production scheduling are versions of ge-
netic algorithms and constraint-based programming (Stadtler and Kilger, 2005). In order
to simplify the LP or MILP model, only constrained (or near-constrained) resources are
modelled in detail (Ivert, 2009). Besides, to increase the solvability of the model, most
APO tools distinguish between hard and soft constraints in the linear or mixed integer
programming (Entrup, 2005). While hard constraints must be fulfilled, the violation of
soft constraints only renders a penalty in the objective function. Despite the application
of optimization and simulation methods, ERP II systems do not aim to produce optimal
plans. In the best case, such systems are able to generate only near optimal plans (Jons-
son et al., 2007). ERP II systems cannot plan under uncertainty (Entrup, 2005). Besides,
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they provide only simple processing of undesirable business events and other exceptional
situations. According to Bruccoleria and Pasek (2002):

“An exception can be thought of as a difference between the actual and the ex-
pected state of the production system. Machine breakdowns, changes in job pri-
orities, dynamic introduction of new jobs, order cancellations, increases in job
arrival rates, changes in the mix of parts, and reworks due to quality problem,
are all examples of exceptions. Exception occurrence is usually unpredictable.
However, predictable events such as planned preventive maintenance can also be
considered exceptions as they interrupt the production process.”

It should be noted that an exception occurrence may cause several different problems
disrupting normal flow of production process. It can also generate a series of secondary
exceptions that cause additional problems. Several exceptions of different kinds can oc-
cur simultaneously and additional problems can be caused by some compositions of ex-
ception occurrences. ERP II systems usually help to evaluate only several scenarios that
describe what happens if demand changes (Ivert and Jonsson, 2010).

In summary, the focus of ERP II systems is on both enterprise centred and inter-
enterprise business activities. ERP II systems usually also include Vendor Managed In-
ventory (VMI) processing, KANBAN type demand and supply signals to vendors for
Just in Time (JIT) stock management. ERP II architectures are Web-centric, designed-to-
integrate and significantly differ from the monolithic architectures of the traditional ERP
systems. APO capabilities are typically implemented as an autonomous module that “ex-
tracts data from the ERP database and sends the resulting plans back for distribution and
execution” (Jonsson et al., 2007). However, ERP II systems up to date remain ill-suited
to deal with undesirable business events and other exceptions.

ERP system integrates enterprise operations within and across an enterprise. ERP II
extends supply functionality to external enterprises (vendors, suppliers). Finally, ERP III
system moves to the next integration level and includes customers and the sales side of the
marketplace in general. It should be noted that ERP III architecture is Service Oriented
Architecture (SOA). Using SOA, Internet technologies, social media outlets, collabora-
tion tools, and other advanced technologies, it creates the “borderless enterprise”. How-
ever, ERP III systems do not provide any innovative means to deal with the exceptional
situations.

So, summarizing all the above said, it can be concluded that advanced ERP systems
are a powerful technology for production planning and scheduling, especially, in static
environments. Static environments are those in which all jobs are present and ready to
schedule at time t = 0 (Sabuncuoglu and Goren, 2009). However, the real production
environment is highly dynamic and stochastic. If the environment is dynamic jobs con-
tinue to arrive dynamically throughout the scheduling horizon. It is deterministic if all
job and machine parameters are constant and known in advance and stochastic otherwise
(Sabuncuoglu and Goren, 2009). In dynamic and stochastic environment a lot of various
exceptions (mostly random in nature) occur and bring up significant differences between
the predetermined schedule and its realization at the shop floor level. Product changes,
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rush orders, unavailable materials, the need to rework the prototype and anything that
changes the normal production process are potential source of risk (MacKay and Wiers,
2004). Although producing a schedule, it is difficult to predict in advance and take into
account all exceptional situations, it is very desirable to produce such a schedule that
mitigates risk and takes into account at least part of such situations. On the other hand,
it is vital to react quickly to critical situations and revise plans and schedules in a cost
effective manner (Vieira et al., 2003). It is far not easy task, especially in the hierarchical
planning systems.

Software solutions that in a reasonable way combine both predictive and reactive ap-
proaches to process exceptions are highly desirable. Although the big amount of research
was done in this field (O’Donovan et al., 1999; Pfeiffer, 2007; Kovács et al., 2003), the
problem is still far from being finally solved. This paper proposes a novel planning and
scheduling framework in which both approaches are combined to complement each other
in a reasonably balanced way. Neither original scheduling algorithms nor techniques are
proposed in this paper. We also not intend to invent new mechanisms or propose new
ideas. Our aim is to choose, adapt and test ideas, mechanisms and algorithms already
proposed by other researchers. The focus of research is set on make-to-order production
environments. Other basic assumptions are as follows:

• Manufacturing layout: product-oriented.
• Type of manufacturing: secondary.
• Automation level: fixed or programmable automation.
• Form of control: discrete.
• Form of manufacturing process monitoring: enterprise-wide.
• The annual product quantities produced: medium.
• Product variety: soft.

The reminder of the paper is organised as follows. The next section defines the prob-
lem more precisely and generally describes the proposed framework. Section 3 discusses
the predictive approach used to mitigate the impact of undesirable events. Section 4 dis-
cusses the proposed approach to the reactive rescheduling. Finally, Section 5 concludes
the paper.

2. Problem Definition

According to Herrmann (2006), the production scheduling problem can be considered
from many different views and perspectives. The most important perspectives are the
following:

• Problem Solving Perspective. From this perspective, the scheduling is an optimiza-
tion problem. The most researchers formulated this problem as a combinatorial
optimization problem and solved it as an isolated one, without taking into account
its relations with the whole manufacturing planning and control system (Aiex et al.,
2003; Binato et al., 2002; Wang and Zheng, 2001; Gonçalves et al., 2002; Musika-
pun and Pongcharoen, 2012); a detailed survey can be find in Gupta and Stafford
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Fig. 1. The whole Manufacturing Planning and Control system.

(2006), Pinedo (2012). Mainly this perspective is appropriate to produce schedules
only at the shop floor level.

• Decision Making Perspective. The scheduling from this perspective is analyzed by
MacKay and Wiers (2004). Authors see the scheduling as a decision that should
be made by human decision maker. To cope with his problem, the decision maker
must perform a variety of tasks and use both formal and informal information. He
must also address uncertainty, manage bottlenecks, and anticipate the problems that
people cause.

• Organisational Perspective. From this perspective, the scheduling is part of the
complex flow of information and decision-making that forms the manufacturing
planning and control system (Chapman, 2005). Such systems consist of subsys-
tems that perform aggregate planning, master scheduling, material requirements
planning and other functions.

We consider the production scheduling problem mainly from the Decision Making
Perspective in this paper. It means that the production scheduling system is part of larger,
more complex manufacturing planning and control system (Fig. 1.) which involves ERP,
shop floor level production scheduling subsystem, risk mitigation procedures, and excep-
tions processing mechanisms. This system combines manual and automated procedures
or, in other words, it also involves human decision maker supported by modern software
tools and technologies. We do not see the production scheduling system as the realiza-
tion of optimization procedure and suppose that it combines optimisation and simulation
methods, and aims, in the best case, to produce only near optimal schedule. In the worst
case, only some acceptable from the management point of view solution can be produced.
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3. Predictive Planning and Scheduling

According to Maravelias and Sung (2009) long-term (strategic) production planning de-
termines the structure of the supply chain (e.g., facility location), medium-term (tactical)
planning is concerned with decisions such as the assignment of production targets to fa-
cilities and the transportation from facilities to warehouses to distribution centres, and,
finally, short-term planning is carried out on a daily or weekly basis to determine the
assignment of tasks to units and the sequencing of tasks in each unit. At the production
level, short-term planning is referred to as scheduling. As it is noted by Sabuncuoglu and
Goren (2009), medium-term planning and shop floor level scheduling are strongly cou-
pled. Master schedule sets the goals and constraints for the shop floor level scheduling
that is responsible for keeping due dates and the efficient use of production resources.
Master schedule provides activities for which neither processing times are fixed, nor their
intensity is constant over time, however, the amount of work needed to process them
is fixed. Each shop floor level schedule specifies what portions of which activities have
to be done in each time unit, such that all precedence and capacity constraints are re-
spected, and the schedule is optimal according to some optimization criterion (Kovács
et al., 2003). So, activities provided by master schedule in the shop floor level schedule
are implemented as logical groups of atomic manufacturing operations, some of which
are executed simultaneously, while the others sequentially, and remaining independently
of each other. Consequently, any shop floor level schedule cannot improve much on an in-
adequate master schedule or other medium-term plan, whereas bad schedule may inhibit
the fulfilment of a good plans, for example, wasting resources. The scheduling horizon
is as long as the time unit used to plan activities in the medium-term plan. If an ac-
tivity extends beyond several medium-term planning units, its operations that have to
be scheduled during this period are determined proportional to the activity’s intensities
(Kovács et al., 2003). According to Sabuncuoglu and Goren (2009), a schedule whose
performance does not deteriorate much in the face of disruptions is called robust and a
schedule whose realization does not deviate much from the initial schedule in the face of
disruptions is called stable. Robustness and stability are the main schedule performance
measures.

There are three main approaches in planning and scheduling to respond to distur-
bances raised by exceptions and to absorb or at least to mitigate their negative effects
(Bruccoleria et al., 2006; Herrmann, 2006): predictive, reactive, and predictive-reactive.

In the context of planning and scheduling the term predictive was coined to address
plans that are structured around producing a pre-determined end results within a specific
timeframe and schedules that have not only a good shop floor performance, but also take
into account the stability. It should be noted that in this context the terms predictive and
proactive are used as synonyms. In this paper, we use the terms predictive planning and
predictive scheduling to address the approaches that, generating initial plans or schedules,
also provide activities and procedures which help to avoid possible exceptions or, at least,
to cope with them minimizing their effects on the performance measures. The resulting
plan or schedule is not necessarily optimal but it should do well under uncertainty.
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In ideal case, predictive scheduling produces the optimal schedule based on given re-
quirements and constraints prior to the production process (Sun and Xue, 2001). Predic-
tive scheduling is off-line scheduling that focuses on the development of such schedules
that can absorb disruptions without affecting planned external activities while maintain-
ing high shop floor performances. This can be obtained, for example, by inserting addi-
tional idle time into the schedule to absorb the impacts of breakdowns (O’Donovan et al.,
1999). The preventive off-line schedule should take into account also other production
activities such as set-ups, maintenance, personnel management, material procurement,
shipping, etc.

Many predictive scheduling methods use AI techniques trying to find optimal sched-
ule through iterative constraints-guided search process (Sun et al., 1999; Xue et al., 2001;
Szelke and Kerr, 1994; Gaspero, 2003). The schedule is produced on the basis of product
constraints, manufacturing requirements, and resource constraints. However the sched-
ules produced in this way usually are not true global optimal because of a large number
of scheduled tasks (Sun and Xue, 2001). They can be improved using genetic algorithms,
simulated annealing, tabu-search, and other stochastic computing methods that prevent
from falling into local optimums (Szelke and Kerr, 1994). There are also proposed other
techniques, including various probabilistic techniques and scenario planning ones. How-
ever, almost all proposed approaches are very specific, can be applied only in some partic-
ular situations. For example, some approaches (Wu et al., 1999; Artigues et al., 2005) deal
with only one category of exceptions, namely, machine breakdowns, and using graph-
theoretical approach generate family of schedules enabling decision maker, in case of
exceptions, to switch from one schedule to another. Other approaches propose genetic
algorithms (Leon et al., 1994; Sevaux and Sörensen, 2004) tabu-search (Al-Fawzan and
Haouari, 2005) or other techniques to generate robust schedules under specific assump-
tions about scheduling environment, available information, and robustness measures. De-
tail overview of above-mentioned approaches is presented in Sabuncuoglu and Goren
(2009).

The approach proposed in this paper aims not only to absorb disruptions in shop
floor level schedules but also to mitigate the impacts of potential exceptions disrupting
mid-term level production plans. It is based on application of risk mitigation techniques
(see, for exmple, USD (2003)) and combines various simulation techniques expanded
by optimization procedures. The proposed approach is indented to be implemented in
Advanced Planning and Scheduling (APS) system, namely PEN System, which is an
add-on for some ERP system and intended to be used for the following aims:

• to evaluate the severity of potential impacts of predictable exceptions on medium-
term level production plans and on short-time schedules generated by ERP system;
and

• to rework these plans and schedules in such a way that the risk of predictable ex-
ceptions could be mitigated, i.e., either their likelihood can be minimized or the
potential severity of their consequences (their impact) can be reduced.

By predictable exceptions we mean those exceptions (or series of exceptions), which
took place in previous planning periods and resulted in significant financial losses or
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caused some other severe negative impact. The exceptions and data describing their im-
pacts should be logged and stored in a historical data base. Predictable exceptions are
regarded as risk that needs to be managed. It is assumed that data stored in the historical
data base is sufficient to identify the likelihood of each predictable exception. By likeli-
hood of an exception we mean its expected frequency (occurrences per planning horizon)
with which this exception will occur. In our framework, risk management is seen as an
integrated management approach. It means that all uncertainty minimizing activities –
including administrative and quality management activities – are seen as risk treatment
measures. Consequently, in order to mitigate risk, not only pre-planned activities can be
changed but new activities may also be provided.

Let us now briefly sketch the functional features of the proposed APS system. Due to
the limited space, this description is very general and highly-simplified.

The inputs for the system are as follows:

• master production scheduling and material requirement plan prepared by ERP;
• the list of predictable exceptions which potentially can negatively affect the execu-

tion of the plan; and
• relevant historical data base.

The search strategy constraints (e.g., search keeping the current deadline, search keep-
ing the current budget, etc.) must be set invoking the system. In addition, enterprise map,
decision matrix, models library, simulation and optimization procedures library, goals ta-
ble, management focus, resources table, and thresholds table must be already stored in
the system and accessible for its modules.

Enterprise map describes the workplaces (activities that can be provided at the given
place, engines installed at the given place, workload storage capacity) and their locations.
It also describes the physical distances among the workplaces measured by the transporta-
tion means together with the transportation time and costs. If a company is multi-located,
enterprise map includes all the workplaces. In predictive scheduling, the map is used
for routing. Decision matrix relates exceptions with a number of hypotheses, which are
referred to as alternative scenarios for what-if analysis. Each alternative scenario cor-
responds to a class of scenarios that should be evaluated. A scenario is a statement of
assumptions about the operating environment of a manufacturing system at a time when
the exception occurs. It describes the decision variables and uncontrollable variables for
a specific modelling situation. A class of scenarios includes worst possibly, best possi-
bly and most likely scenarios for the alternative, and declares for which ones, from the
decision variables appearing in the simulation model, the values must be specified in or-
der to make the simulation model executable. The best possibly scenario aims to provide
such countermeasures against the disruptions that avoid all these disruptions. However,
it is possible only in rare cases. Most likely scenario provides such countermeasures that
enable to avoid some exceptions, to reduce the likelihood of occurrences of other ex-
ceptions, and to mitigate the impact of the remaining ones. Finally, the worst possibly
scenario is one that for most kinds of exceptions provides the countermeasures allowing
to detect only the occurrences of these exceptions as early as possible. The decision ma-
trix also defines models to be used for simulation and optimization, and composition(s) of
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simulation and optimisation procedures to be used to optimize the prepared plan. Goals
table defines weighted goals to be used for the plan optimization. Management focus is
a set of parameters that describe management preferences that, in turn, reflect the busi-
ness policies regarding a particular supplier, customer, contract or some other business
factors. Resources table describes locations, availability and usage costs of all given re-
sources. Thresholds table describes the thresholds used to classify estimated impacts of
exceptions. The estimate impact may be critical, high, moderate or low.

The outputs of the system are near optimal master production schedule, shop-floor
level production schedule, and material requirement plan that mitigate the impacts of
predicted exceptions.

The proposed approach provides the following procedures:

• to form a queue of occurrences of predictable exceptions;
• to assign weights and impact mitigation scenarios to occurrences of predictable

exceptions;
• to perform what-if analysis of impact mitigation scenarios;
• to chose an impact mitigation scenario; and
• to optimise the predictive plans and schedules.

Since we are speaking about hierarchical planning and scheduling, the above-
mentioned procedures are executed preparing both the medium-time plans as well as
the detailed shop-floor level schedules.

To create a number of alternative preventive scenarios that should be evaluated and
included to mid-term plans and to detailed shop floor level schedules in order to pre-
vent the exceptions or, at least, mitigate their negative impact, it is necessary to predict
the occurrences of these exceptions. Of course, the occurrences cannot be forecasted for
all kinds of exceptions. For example, it is impossible to forecast when sudden machine
breakdowns will happen (Aydt et al., 2008). It means that predictive plans and schedules
cannot help to avoid occurrences of unpredictable exceptions and, consequently, reactive
approach has to be used to remove the effects of disruptions caused by such exceptions.
Predictive planning can only prepare some contingency plans, for example, by planning
additional time, facilities and financial reserves. However, such plans are cost-consuming
and may be worthwhile only in cases when occurrences of unpredictable exceptions have
high probability and losses caused by delay to remove the effects of disruptions are signif-
icantly higher than the costs to provide additional reserves. In case of predictable excep-
tions, the forecast-based preventive approach is more profitable than reactive approach
because it can react earlier. On the other hand, the forecast is never perfectly accurate and
there will always be some uncertainty regarding the occurrences of predictable exceptions
(Aydt et al., 2008). The aim of queue forming procedure is to forecast the occurrences of
predictable exceptions and present it as a sequence of hypothetical occurrences assign-
ing to each occurrence its likelihood and the time interval in which it is expected to be
happening. For the exceptions caused by environment, this interval should not exceed the
mid-term planning unit, and for the exceptions caused by shop floor events – the schedul-
ing horizon. The likelihoods of occurrences are forecasted using historical data bases
that register occurrences of exceptions in previous planning periods and describe their
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impacts. Time intervals are predicted assuming that occurrences of each exception are
distributed over planning horizon according to normal, Poisson or some other standard
or nonstandard distribution. As a result, a time-ordered sequence of occurrences is gen-
erated. If occurrences of different exceptions are forecasted to happen simultaneously,
they are packed together and such packages are considered later as equivalent to other
members of this sequence. After the time-ordered sequence of occurrences is formed,
the impact analysis is performed. It is measured in both delay time units and potential
financial loses. The estimated impact is calculated as a weighted production of impact(s)
and estimated likelihood (Myung, 2003). The thresholds table is used to determine the
category of the estimated impact of a particular occurrence. Occurrences with low and
moderate impacts are deleted from the queue – it is not worthwhile to apply predictive
planning because of the resource costs to eliminate such occurrences or to mitigate their
impact. Thus, the procedure that forms the queue of occurrences of predictable exceptions
implements quantitative risk assessment. However, the risk assessment methodology re-
quires combining the quantitative risk assessment with qualitative one (see, for example,
USD (2003)). Qualitative risk assessment means the application of a weighted factor
based on a subjective analysis of the relative priority of a specific exception. It is imple-
mented by the next procedure that assigns the weights and impact mitigation scenarios to
occurrences of predictable exceptions.

Management focus is used to assign weights to the predictable exceptions. In result,
the occurrences in the queue are prioritized and the time-ordered sequence is transformed
into priority-ordered sequence. Using decision matrix the occurrences are related with a
number of alternative scenarios for what-if analysis.

What-if analysis and optimization procedures are executed sequentially. What-if anal-
ysis is used as a tool to evaluate each occurrence, which remained in the queue after oc-
currences with moderate and low impacts were deleted, in all risk mitigation scenarios
for each alternative. The evaluation of different scenarios is performed in parallel. During
the scenario evaluation, the occurrences are processed iterative, in the decreasing order of
priorities. In each iteration decision maker tests and evaluates scenarios for all alternative
scenarios and decides which alternative, if any, is acceptable. After, specifying alterna-
tive values of decision variables and, possibly, changing constrains, the decision maker,
using what-if analysis procedure in an interactive mode, produces the required results.
The main aim is to calculate for all alternatives the estimated mitigated impacts of worst
possibly, best possibly and most likely scenarios for the occurrence under evaluation.
What-if analysis procedure uses the data downloaded from ERP system (i. e. preliminary
plans and schedules that does not provide any countermeasures against the disruptions
caused by exceptions). The used simulation models and procedures depend on planning
level and on specifics of a particular situation (what kinds of exceptions must be handled,
what kinds of countermeasures is planned, etc.). Models library and simulation and opti-
mization procedures library support what-if analysis and optimization of the plans under
consideration. Simulation models and methods that are used to perform what-if analysis
as well as kinds of planned countermeasures and their identification strategies are out
of the scope of this paper. A description of most popular simulation models can be find
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in Mula et al. (2006). Kinds of most popular countermeasures are discussed in Graves
(2011) and their identification strategies in Asnar and Giorgini (2006).

It is important to note that countermeasures superpose each other and sometimes con-
flicts can arise because the queue of exceptions occurrences is processed in iterative man-
ner. After an occurrence with higher priority is processed and countermeasures against it
are provided the procedure starts to process next occurrence and attempts to modify the
already provided countermeasures or add additional ones. If countermeasures contradict
each other, the conflict must be solved by decision maker.

When the processing of the queue of occurrences is finished, the optimization proce-
dure may be invoked. To invoke this procedure or not, decides the decision maker after
the examination of the results of what-if analysis procedure. What composition of sim-
ulation and optimization methods to use to optimize the plan under consideration, the
system decides automatically using decisions matrix. The choice depends on the level of
plan under consideration as well as on kinds of countermeasures and on particular opti-
mization problem. The underlying optimization problem will vary due to differences in
the manufacturing and production context. An exhaustive overview of applicable model
formulations can be found in Graves (2002). An up-to-date survey of important theoreti-
cal scheduling models as well as significant real-world scheduling problems are presented
in Pinedo (2012). This survey describes methods to create a schedule that is robust with
respect to disruptions and that are used in our approach proposed in this paper.

4. Reactive Planning and Scheduling

As is noted by Sun and Xue (2001), any predictive plan and schedule should be changed
during the production process in order to reflect the changes in environment and manu-
facturing conditions. Inter al, manufacturing conditions can also be changed by resource
disturbances caused by exceptions. A reactive scheduling or rescheduling is a process
that aims to modify the predictive schedule in order to adapt this schedule to the changes
of manufacturing conditions (Kempf et al., 2000; Sun and Xue, 2001). Most approaches
to reactive scheduling revise only part of initial schedule to respond to the exceptions
without rescheduling all the required tasks.

Pure reactive scheduling does not require any preventive schedule that should be gen-
erated in advance. All the decisions are made locally in real-time to deploy corrective
mechanisms in order to maintain the stability of existing schedules and provide quick
solutions in response to the dynamic and uncertain exception described above. Dynamic
dispatching rules’ selection, based on jobs, machines and system status is a frequently
used pure reactive approach.

In this paper, a predictive-reactive scheduling approach is proposed. It combines both
predictive medium-term planning and scheduling, and replanning and rescheduling. The
functional features of predictive planning and scheduling were described in the previous
section. Let us now briefly sketch the functional features of the proposed replanning and
rescheduling approach.
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The inputs of the APS system working in replanning and rescheduling mode are de-
scription of the detected exception, actual state of running plan or schedule that should be
repaired, and search strategy constraints. Data about the actual state of the plan or sched-
ule under the consideration must be downloaded from the ERP. Constraints of search
strategy (e.g., search keeping the current deadline, search keeping the current budget,
etc.) must be set invoking the system. In addition, enterprise map, decision matrix, models
library, simulation and optimization procedures library, goals table, management focus,
resources and materials tables, and thresholds table must be already stored in the system
and accessible for its modules. Materials table describes the acceptable substitutions of
the materials that were planned in the material requirements plan.

The outputs of the APS system are a set of repaired plans/schedules (one for each
alternative) and their summaries. The repaired plans/schedules can be optimal or near
optimal. In some cases, the system is not able to absorb the negative impact caused by
the occurrence of exception and to repair the plan or schedule. In such cases, it gener-
ates the empty set of results. It means that full replanning from the scratch must be done
using ERP system. The summary of a plan/schedule includes numerical estimate of so-
lution taking into account multiple criteria nature of the problem caused by the stated
optimization goals.

The proposed approach provides following procedures:

• to mark the plan or schedule under consideration;
• to identify problems caused by the occurrence of exception;
• to identify alternatives how to repair plan or schedule that was disrupted;
• to generate a set of repaired plans or schedules and their summaries; and
• to choose one from alternative plans or schedules.

The actual running plan/schedule is an input for marking procedure. Two kinds of
marks are used in this procedure. It marks all the activities or jobs, which are affected
by the occurrence of exception, and all the activities or jobs, which are out of replan-
ning/rescheduling time window, require no changes and can be automatically moved to
the new plan/schedule. In such way, the search space is significantly reduced.

The problems caused by the occurrence of exception and plan/schedule repairing
strategies (i.e., methods to solve identified problems) are identified using the decision
matrix.

The set of plans/schedules – one for each alternative and their summaries – are gener-
ated using a composition of optimization and simulation procedures defined by decision
matrix. Enterprise map is used to reroute the jobs or, if it is necessary, to relocate jobs
moving them to another plant and to calculate the relocation costs, as well as the delay
in delivery time. This map, if it is necessary, can also be used to outsource activities/jobs
and to calculate the outsourcing costs and the delay in delivery time. Substitution of ma-
terials, if it is required, is done on the basis of the materials table. The weighted goals are
stated in goals table, the search constraints are determined by the search strategy.

Decision maker choose the acceptable variant, if any, of the plan/schedule on the basis
of summaries.
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5. Conclusions

The paper proposes a novel predictive-reactive planning and scheduling framework. The
focus of this research is set on make-to-order production environments. The proposed
approach aims not only to absorb disruptions in shop floor level schedules but also to
mitigate the impacts of potential exceptions disrupting mid-term level production plans.
It is based on application of risk mitigation techniques and combines various simulation
techniques expanded by optimization procedures. The proposed approach is indented to
be implemented in Advanced Planning and Scheduling system, which is an add-on for
Enterprise Resources Planning system.

The system implementing the proposed framework is different from the other similar
products by the following aspects: (a) it provides specific rule-based mechanisms in the
production re-scheduling process to take into account the knowledge about the specifics
of the production system of a particular target enterprise; (b) it provides integrated han-
dling of business goals defined in the goals table and management focuses during the
optimization of new schedules.
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Turkey), who initiated the project and formulated its goals, and to dr. Sándor Vincze (Next
System Ltd., Hungary) for his contribution to the development of PEN system Functional
Architecture.

References

Aiex, R.M., Binato, S., Resende, M.G.C. (2003). Parallel GRASP with path-relinking for job shop scheduling.
Parallel Computing, 29, 393–430.

Al-Fawzan, M.A., Haouari, M. (2005). A bi-objective modal for robust resource constrained project scheduling.
International Journal of Production Economics, 96, 175–187.

Artigues, C., Billaut, J.C., Esswein, C. (2005). Maximization of solution flexibility for robust shop scheduling.
European Journal of Operational Research, 165, 314–328.

Asnar, Y., Giorgini, P. (2006). Modelling Risk and Identifying Countermeasure in Organizations. Technical
Report # DIT-06-041, Department of Information and Communication Technology, University of Trento.
http://eprints.biblio.unitn.it/1035/1/critis2006-TR.pdf.

Aydt, H., Turner, S.J., Cai, W., Low, M.Y.H. (2008). Preventive what-if analysis in symbiotic simulation. In:
Mason, S.J., Hill, R.R., Mönch, L., Rose, O., Jefferson, T., Fowler, J.W. (Eds.), Proceedings of the 2008
Winter Simulation Conference Gateway to Discovery (WSC 2008), Miami, Florida, USA, IEEE, pp. 750–
758.

Bean, J.C., Birge, J.R., Mittenthal, J., Noon, Ch.E. (1991). Matchup scheduling with multiple resources, release
dates and disruptions. Journal Operations Research archive, 39(3), 470–483.



Processing of Undesirable Business Events in Advanced Production Planning Systems 577

Binato, S., Hery, W.J., Loewenstern, D.M., Resende, M.G.C. (2002). A GRASP for job shop scheduling. In:
Ribeiro, C.C., Hansen, P. (Eds.), Essays and Surveys in Metaheuristics. Kluwer Academic Dordrecht.

Bond, B., Genovese, Y., Miklovic, D., Wood, N., Zrimsek, B., Rayner, N. (2000). ERP Is Dead – Long Live
ERP II. Strategic Planning Research Note SPA-12-0420. Gartner Group Inc.
http://www.sunlike.com/internet/ONLINEERP/images/Long%20live%20ERPII%
20By%20Gartner%20Group.pdf.

Bruccoleria, M., Pasek, Z.J. (2002). Operational issues in reconfigurable manufacturing systems: exception
handling. In: Proceedings of the 5th Biannual World Automation Congress, Vol. 14, pp. 521–526.

Bruccoleria, M., Pasek, Z.J., Koren, Y. (2006). Operation management in reconfigurable manufacturing sys-
tems: Reconfiguration for error handling. International Journal of Production Economics, 100, 87–100.

Chapman, S.N. (2005). The Fundamentals of Production Planning and Control. Prentice Hall, New York.
Cowling, P.I., Johansson, M. (2002). Using real-time information for effective dynamic scheduling. European

Journal of Operational Research, 139(2), 230–244.
Entrup, M.L. (2005). Advanced Planning in Fresh Food Industries. Physica-Verlag, Springer.
Gaspero, L.D. (2003). Local Search Techniques for Scheduling Problems: Algorithms and Software Tools. PhD

thesis. Universit`a degli Studi di Udine Dipartimento di Matematica e Informatica, Dottorato di Ricerca in
Informatica.

Gonçalves, J. F., Mendes, J.J.M., Resende, M.G.C. (2002). A Hybrid Genetic Algorithm for the Job Shop
Scheduling Problem. AT&T Labs Research Technical Report TD-5EAL6J.

Graves, S.C. (2002). Manufacturing planning and control. In Pardalos, P., Resende, M. (Eds.), Handbook of
Applied Optimization. Oxford University Press, London, pp. 728–746.

Graves, S.C. (2011). Uncertainty and production planning. In: Kempf, K.G., Keskinocak, P., Uzsoy, R. (Eds.),
Planning Production and Inventories in the Extended Enterprise: A State of the Art Handbook, Vol. 1.
Springer, Berlin, pp. 83–101.

Gupta, J.N.D., Stafford, E.F., jr. (2006). Flowshop scheduling research after five decades. European Journal of
Operational Research, 169, 699–711.

Hamiton, S. (2003). Maximizing your ERP System a Practical Guide for Managers. McGraw-Hill, New York.
Herrmann, J.W. (2006). Improving production scheduling: integrating organizational, decision-making, and

problem-solving perspectives. In: Proceedings of the Industrial Engineering Research Conference, Orlando,
Florida, pp. 131–169.
http://www.isr.umd.edu/Labs/CIM/projects/ierc2006/ierc2006.html.

Ivert, L. K. (2009). Advanced Planning and Scheduling Systems in Manufacturing Planning Processes. Thesis
for the degree of licentiate of engineering (Report L2009:036), Department of Technology Management
and Economics, Division of Logistics and Transportation, Chalmers University of Technology, Göteborg,
Sweden. http://www.iei.liu.se/prodek/forskning/iscaps/filarkiv/1.204241/
LineaKjellsdotterIvertKlar.pdf.

Ivert, L. K., Jonsson, P. (2010).The potential benefits of advanced planning and scheduling systems in sales and
operations planning. Industrial Management & Data Systems, 110(5), 659–681.

Jacobs, R., Bendoly, E. (2003). Enterprise resource planning: developments and directions for operations man-
agement research. European Journal of Operational Research, 146, 233–240.

Jonsson, P., Kjellsdotter, L., Rudberg, M. (2007). Applying advanced planning systems for supply chain plan-
ning: three case studies. International Journal of Physical Distribution & Logistics Management, 37(10),
816–834.

Kallrath, J., Maindl, T.I. (2006). Real Optimization with SAP R© APO. Springer, Berlin.
Kempf, K., Uzsoy, R., Smith, S., Gary, K. (2000). Evaluation and comparison of production schedules. Com-

puters in Industry, 42, 203–220.
Kovács, A., Váncza, J., Monostori, L., Kádár, B., Pfeiffer, A. (2003). Real-life scheduling using constraint

programming and simulation. In: Monostori, L., Kádár, B., Morel, G. (Eds.), Intelligent Manufacturing
Systems. Elsevier, Amsterdam, pp. 213–218.

Leon, V.J., Wu, S.D., Storer, R.H. (1994). Robustness measures and robust scheduling for job shops. IIE Trans-
actions, 26(5), 32–43.

MacKay, K.N., Wiers, V.C.S. (2004). Practical Production Control: A Survival Guide for Planners and Sched-
ulers. J. Ross Publishing, Inc. Co-published with APICS.

Maravelias, Ch.T., Sung, Ch. (2009). Integration of production planning and scheduling: overview, challenges
and opportunities. Computers & Chemical Engineering, 33(12). Special issue: FOCAPO 2008 – Selected



578 A. Caplinskas et al.

Papers from the Fifth International Conference on Foundations of Computer-Aided Process Operations),
1919–1930.

Mula, J., Poler, R., Garcia-Sabater, J.P., Lario, F.C. (2006). Models for production planning under uncertainty:
a review. International Journal of Production Economics, 103, 271–285.

Musikapun, P., Pongcharoen, P. (2012). Solving multi-stage multi-machine multi-product scheduling problem
using Bat algorithm. In: Proceedings of 2nd International Conference on Management and Artificial Intelli-
gence, IPEDR, Vol. 35, IACSIT Press, Singapore, pp. 98–102.

Myers, K.L., Smith, S.F. (1999). Issues in the Integration of Planning and Scheduling for Enterprise Control.
In: Proceedings of the DARPA Symposium on Advances in Enterprise Control.
http://www.ri.cmu.edu/publication_view.html?pub_id=3878.

Myung, I.J. (2003).Tutorial on maximum likelihood estimation. Journal of Mathematical Psychology, 47, 90–
100.

O’Donovan, R., Uzsoy, R., McKay, K. (1999). Predictable scheduling and rescheduling on a single machine in
the presence of machine breakdowns and sensitive jobs. International Journal of Production Research, 37,
4217–4233.

Ouelhadj, D., Petrovic, S. (2009). A survey of dynamic scheduling in manufacturing systems. Journal of
Scheduling, 12, 417–431.

Pfeiffer, A. (2007). Novel Methods for Decision Support in Production Planning and Control. PhD disserta-
tion, Budapest University of Technology and Economics Dep. on Manufacturing Science and Technology,
Hungarian Academy of Sciences Computer and Automation Research Institute.
http://www.omikk.bme.hu/collections/phd/Gepeszmernoki_Kar/2008/Pfeiffer
_Andras/ertekezes.pdf.

Pfeiffer, A., Kádár, B., Monostori, L. (2007). Stability-oriented evaluation of rescheduling strategies, by using
simulation. Computers in Industry, 58, 630–643.

Pinedo, M.L. (2012). Scheduling: Theory, Algorithms, and Systems. 4th edn., Springer, Berlin.
Sabuncuoglu, I., Goren, S. (2009). Hedging production schedules against uncertainty in manufacturing envi-

ronment with a review of robustness and stability research. International Journal of Computer Integrated
Manufacturing, 22(2), 138–157.

Sevaux, M., Sörensen, K. (2004). A genetic algorithm for robust schedules in a one-machine environment with
ready times and due dates, OR: Quarterly Journal of the Belgian, French and Italian Operations Research
Societies, 2, 129–147.

Stadtler, H., Kilger, C. (2005). Supply Chain Management and Advanced Planning-Concepts, Models, Software
and Case Studies. 3rd edn., Springer, Berlin.

Sun, J., Xue, D. (2001). A dynamic reactive scheduling mechanism for responding to changes of production
orders and manufacturing resources. Computers in Industry, 46, 189–207.

Sun, J., Xue, D., Norrie, D.H. (1999). An intelligent production scheduling mechanism considering design and
manufacturing constraints. In: Proceedings of the Third International Conference on Industrial Automation,
Montreal.

Szelke, E., Kerr, R.M. (1994). Knowledge-based reactive scheduling – state of art. International Journal of
Production Planing and Control, 5, 124–145.

Tomar, R. (2009). Commercial Operations Management: Process and Technology to Support Commercial Ac-
tivities. Global India Publications PVT Ltd, New Dehli.

USD (2003). Risk Assessment Methodology. United States Department of Agriculture.
http://www.ocio.usda.gov/directives/doc/DM3540-001.htm.

Vieira, G.E., Herrmann, J.W., Lin, E. (2003). Rescheduling manufacturing systems: a framework of strategies,
policies, and methods. Journal of Scheduling, 6, 39–62.

Wang, L., Zheng, D. (2001). An effective hybrid optimisation strategy for job-shop scheduling problems. Com-
puters & Operations Research, 28, 585–596.

Wu, S.D., Byeon, E., Storer, R.H. (1999). A graph-theoretic decomposition of the job shop scheduling problem
to achieve scheduling robustness. Operations Research, 47(1), 113–124.

Xue, D., Sun, J., Norrie, D.H. (2001). An intelligent optimal production scheduling approach using constraint-
based search and agent-based collaboration. Computers in Industry, 46, 209–231.

Zweben, M., Fox, M.S. (1994). Intelligent Scheduling. Morgan Kaufmann, San Mateo.



Processing of Undesirable Business Events in Advanced Production Planning Systems 579

A. Caplinskas, dr., is a professor, principal researcher and the head of the Software Engi-
neering Department at the Institute of Informatics and Mathematics of Vilnius University.
His main research interests include software engineering, information system engineer-
ing, legislative engineering, and knowledge-based systems.

G. Dzemyda, habil. dr., is a member of Lithuanian Academy of Sciences, professor,
principal researcher and director of the Institute of Informatics and Mathematics of Vil-
nius University. His main research interests include optimization and visualization, data
mining, and medical informatics.

F. Kiss, dr., is an associate professor at the Budapest College of Communication and
Business. He also is R&D director of the Infota Research Institute (Hungary), director
of International McLeod Institute of Simulation Sciences Hungarian Satellite Center at
Infota, member of the Editorial Advisory Board of the Journal of Modelling in Man-
agement. His main research interests include information and knowledge management
methodologies, processes and applications, financial IT systems and decision support.

A. Lupeikiene, dr. is an associate professor, senior researcher at the Institute of Infor-
matics and Mathematics of Vilnius University. Her main research interests include infor-
mation systems, information systems engineering, and decision making.

Neplanuot ↪u verslo ↪ivyki ↪u apdorojimas šiuolaikinėse gamybos
planavimo sistemose

Albertas ČAPLINSKAS, Gintautas DZEMYDA, Ferenc KISS, Audronė LUPEIKIENĖ

Straipsnyje pasiūlytas naujas ↪imonės planavimo ir gamybos tvarkarašči ↪u sudarymo sistemos,
harmoningai derinančios prediktyvi ↪aj ↪a ir reaktyvi ↪aj ↪a planavimo metodikas, modelis. Straipsnyje
nėra pateikta joki ↪u nauj ↪u planavimo ir tvarkarašči ↪u sudarymo metod ↪u, algoritm ↪u ar mechanizm ↪u.
Jo tikslas parinkti, pritaikyti ir panaudoti kit ↪u autori ↪u pasiūlytas idėjas, požiūrius bei mechanizmus,
visa tai jungiant ↪i vien ↪a organišk ↪a visum ↪a. Modelis pritaikytas pagal užsakymus vykdomai gamybai
planuoti ir numato ne tik kaip keisti planus bei tvarkaraščius, siekiant pašalinti neplanuot ↪u ↪ivyki ↪u
sukeltas nepageidautinas pasekmes, bet ir kaip sudaryti tokius pirminius planus, kurie leist ↪u maksi-
maliai apsisaugoti nuo toki ↪u pasekmi ↪u arba bent jau jas maksimaliai sušvelninti. Modelis sudarytas
panaudojant rizikos švelninimo metodus bei gamybos proceso modeliavimo procedūras praplėstas
optimizavimo metodais. Pasiūlytas modelis skirtas kurti tokias vadinam ↪asias didesnio sudėtingumo
planavimo ir tvarkarašči ↪u sistemas, kurios išplečia ↪imoni ↪u ištekli ↪u planavimo sistemas ir veikia kaip
t ↪u sistem ↪u priedėliai.




